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Abstract
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1 Introduction

Innovations in energy efficiency and regulation-driven adoption of energy efficient technologies

have been cited as a primary means of curbing the acceleration of climate change (Granade et al.,

2009). Despite this promise, energy efficient technologies are usually adopted at low rates (All-

cott and Taubinsky, 2015). Recent studies point to several explanations for this “energy-efficiency

gap”. The first is market failures such as information frictions or credit constraints that drive a

wedge between socially and privately optimal adoption (Allcott and Greenstone, 2012). The sec-

ond is behavioral factors such as consumer inattention to energy costs (Allcott et al., 2014b). The

third possible explanation is that returns are smaller, or costs higher, in practice than engineering

projections predict (Burlig et al., 2017; Fowlie et al., 2018; Ryan, 2017). Furthermore, behav-

ioral responses to energy efficiency (such as increased consumption) may offset returns to energy

efficiency investments. Thus, estimating the true returns to energy efficiency requires testing for

mechanisms that may drive a wedge between engineering and economic returns, including, but not

limited to, imperfect maintenance of the investments and rebound effects.

In this study, we estimate the productivity consequences of the adoption of energy-saving tech-

nology, using daily production line data from a large garment firm operating factories in and around

Bangalore, India. First, we show that days with higher outside temperatures have lower produc-

tivity, measured as production line efficiency (realized output over target output). We then show

that the replacement of compact fluorescent lamps (CFLs) with light-emitting diode (LED) light-

ing on factory floors attenuates the negative relationship between mean daily outdoor temperature

and efficiency. Driven by buyers’ environmental standards, factories replaced a substantial frac-

tion of CFL bulbs with LED bulbs. LED lighting reduces ambient temperature on the factory floor

because less electricity is converted to waste heat, relative to CFL lighting. This lower ambient

temperature reduces the effect of higher outside temperature on efficiency. We study the impacts

of the staggered roll-out of LEDs over more than three years on the sewing floors of 26 garment

factories.1 We use rich administrative data on worker attendance, working hours, and productivity

1Our data include 30 factories (all owned by the same garment firm), four of which did not receive LED lighting.
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to test for mechanisms that would mitigate or offset the returns to energy efficient lighting. We also

demonstrate in a variety of checks that the timing of the roll-out across factories was not system-

atically related to business processes or working conditions, such as time of the start or end of the

work day, total working hours, wages, or the composition of hiring patterns by worker skill levels.

Our measure of mean daily temperature exposure, wet bulb globe temperature (WBGT), takes

into account both temperature and humidity, since the impact of temperature on thermal regulation

varies by humidity levels. Impacts of outdoor temperature on productive efficiency, estimated

using a spline regression (controlling for factory by year, factory by month, production line, and

day of the week fixed effects), are quite nonlinear: for mean daily WBGT of below 19oC (the

temperature equivalent at average humidity levels in our sample is 27-28oC), temperature has a

very small impact on efficiency. But for mean daily temperatures above this cutoff (about one

quarter of production days), there is a large negative impact on efficiency of approximately 2

efficiency points per degree Celsius increase in temperature.2 We then estimate the extent to which

the introduction of LED lighting, likely through the reduced dissipation of heat on factory floors,

flattens the temperature-productivity gradient. LED installation has no impact on the gradient

below the 19oC wet bulb globe temperature (WBGT) cutoff, but attenuates the negative slope of

the gradient by more than 80 percent for temperatures above this threshold. Our results are robust

to the inclusion of a variety of fixed effects and controls, including factory by year by quarter fixed

effects, as well as alternative specifications such as semi-parametric estimation. The reason that

LED installation flattens only the top of the temperature-productivity gradient has to do with the

nonlinear nature of the gradient itself, and is likely due to a leftward movement along the gradient.

This movement would generate large increases in efficiency in high temperature ranges, and small

efficiency increases elsewhere.3

While engineering estimates of the heat dissipation of LED (vis-a-vis CFL) bulbs exist, engi-

2This nonlinear gradient is remarkably consistent with the physiology of temperature effects: at high ambient
temperatures, the body loses the ability to dissipate heat, which negatively affects performance (Hancock et al., 2007).

3One major drawback of our study is that we do not have indoor temperature data in the factories before and
after LED installation - thus, other aspects of LED lighting that affect the productivity-temperature gradient such as
unmeasured light quality changes may contribute to the aggregate effect of LED lighting mitigating the productivity-
temperature relationship, as long as these unmeasured changes only affect productivity on hotter days.
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neering estimates are not always reflective of economic returns, as shown recently in Fowlie et al.

(2018) and Burlig et al. (2017). In our setting too, a field study has several advantages in estimat-

ing the true productivity returns to energy efficiency. First, if factories respond to energy savings

by increasing working hours, then the co-benefits to these investments may change - they may be

higher if workers respond to the more comfortable environment on hotter days by continuing to be

more productive for extra hours, and they may be lower or zero if workers respond to longer hours

by slowing their productivity per hour. Using data on working hours, we can directly test for this

response by the factory managers. Second, if the temperature-productivity relationship is driven by

lower attendance on hotter days, and not by workers responding to a less comfortable work envi-

ronment, then LED lighting may not mitigate this relationship (for instance, temperatures outside

of working hours may affect workers’ health, and therefore their propensity to attend work). Using

data on worker attendance, we can rule out that this is the case. Third, if workers respond to the

lighting by changing their attendance (either because they are now more comfortable, or because

they are uncomfortable with the new lighting), the productivity co-benefits may be higher or lower.

Finally, our results indicate that energy-efficient lighting can generate these co-benefits in settings

where workers are exposed to heat generated by conventional bulbs, and air conditioning is not

cost-effective (which is typical of manufacturing workplaces in low-income countries).

Finally, we perform cost-benefit calculations for LED adoption, combining the above estimates

with the firm’s actual cost data for LED replacement and projected energy savings. The results of

this analysis show that the productivity co-benefits of LED adoption are substantially larger than

the energy savings. Indeed, accounting for productivity increases significantly shifts the break-

even point for the firm, from over three and half years to less than eight months. With some

assumptions on how worker productivity translates into profits (detailed in Section 8), we estimated

that the average factory gained about $2, 880 in power consumption savings, and about $7, 500 in

productivity gains.

Our study contributes to the literature on the returns to climate change mitigation and energy ef-

ficiency. Recent studies have indicated that energy efficient lighting can not only reduce electricity
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consumption (Burlig et al., 2017), but also generate positive externality co-benefits such as greater

electricity grid reliability (Carranza and Meeks, 2018). Other studies that examine “co-benefits,”

or additional gains, of climate change mitigation broadly speaking, such as carbon taxes, also focus

largely on the indirect public returns (Knittel and Sandler (2011), see IPCC (2013) for a review).

We study a novel, private co-benefit of climate change mitigation. This distinction is important be-

cause the success of most mitigation strategies rests on individuals’ and firms’ willingness to adopt

them, and this willingness is largely driven by private returns. If energy-saving technologies like

LEDs do have substantial private co-benefits, this should meaningfully alter firms’ benefit-cost

calculations. By our estimation, ignoring the productivity benefits of LEDs would significantly

underestimate the private returns to adoption.

We also contribute to the understanding of the effects of environmental and infrastructural fac-

tors (which are often related to the environment) on productivity in developing countries (Adhvaryu

et al., 2016; Allcott et al., 2014a; Hsiang, 2010; Sudarshan et al., 2015), and adaptation to higher

temperatures.4 The impacts of temperature on productivity appear to hold quite consistently across

countries and time (Burke et al., 2015; Dell et al., 2012). A related literature has established pat-

terns of adaptation to climate change and the returns to this adaptation (e.g. Barreca et al. (2016)).

Our results indicate energy-efficient lighting can be a form of adaptation to higher temperatures in

settings characterized by low air conditioning adoption and significant indoor heat exposure from

conventional lighting. Our results thus highlight an interaction between high temperatures and the

co-benefits of energy-efficient technologies.

The remainder of the paper is organized as follows. Section 2 describes contextual details

regarding garment production in India and the LED installation. Section 3 provides details on the

temperature and production data. Section 4 describes our empirical strategy. Section 5 describes

the results, and section 8 reviews the cost-benefit analysis and concludes.

4Several recent studies document this relationship in more developed settings (Chang et al., 2014; Costinot et al.,
2016; Graff Zivin and Neidell, 2012; Hanna and Oliva, 2015).
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2 Context

2.1 Physiology of the Temperature-Productivity Gradient

The physical impact of temperature on human beings is well-studied (Enander, 1989; Parsons,

2010; Seppanen et al., 2006), and has been important for establishing occupational safety standards

for workers exposed to very high or low temperatures for extended periods of time (Vanhoorne

et al., 2006). Thermal stress can impact human beings physically and through lower psychomotor

ability and degraded perceptual task performance (Hancock et al., 2007). The impact on individual

subjects varies based on factors such as the type of task and its complexity, duration of exposure,

and the worker-level skill and acclimatization level (Pilcher et al., 2002). This contributes to the

difficulty of setting a specific limit in working environments (Hancock et al., 2007).

One key finding from this literature is that there is a non-monotonic relationship between am-

bient temperature and human performance. The overall shape of the relationship is an inverse-

U: performance suffers at excessively cold and excessively warm temperatures (Parsons, 2010).

Moreover, one meta-analysis highlights the dry-bulb threshold of 29.4oC (85oF) as particularly

important (Hancock et al., 2007). This threshold value represents the temperature above which the

body starts to store heat. As Hancock et al. (2007) put it, “[in] this circumstance, although the

individual is dissipating heat at the maximal rate, he or she experiences a dynamic increase in core

body temperature” (p. 860). In line with this physiology, measured effects on performance are

larger for temperatures above the 29.4oC threshold.

2.2 Measuring Garment Productivity and Overview of the LED Installation

India is the world’s second largest producer of textile and garments, with the export value total-

ing $10.7 billion in 2009-2010. Women comprise the majority of the workforce (Staritz, 2010).

Garments are usually sewn in production lines in manufacturing plants. Each line will produce

a single style of garment at a time (possibly with varying colors or sizes) until the order for that

garment is met. Lines consist of 60-70 sewing machine operators (depending on the complexity of
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the style) arranged in sequence and grouped in terms of parts of the garment (e.g. sleeve, collar,

etc.).5 Completed sections of garments pass between these groups, are attached to each other in

additional operations along the way, and emerge at the end of the line as a completed garment.

The factories began installing LED lighting in October 2009 and completed the installations

by February 2013. According to senior management at the firm, over the last decade, buyers

have become more stringent in their regulation of their suppliers’ production and environmental

standards. This prompted a staggered roll-out of LEDs across factories within the firm because

some factories were more heavily involved in the production of orders from particular buyers than

others. So, for example, if buyer A’s environmental regulations become more stringent, then the

supplier might choose to upgrade to LED lighting in factories processing many orders from buyer

A. When buyer B’s regulations change, the firm will prioritize factories servicing buyer B, and so

on.6 One thing to note is that there are still CFL bulbs in all factories after the change. That is,

only about half the bulbs were replaced, with each fixture now containing one CFL bulb instead of

two.

The replacement took the form of substituting a portion of CFLs targeted at individual opera-

tions with an equivalent number of small LED lights mounted on individual workers’ machines.

The replacements were designed to maintain the original level of illumination. On average, each

factory replaced about 1,200 CFLs consuming 7 W each with LED lights of 1W each.7 The LED

light bulbs that replaced the CFLs in the factories in our data require about 3 as opposed to 21

kWh/year in electricity in our setting, and thus operate at about 1/7 the cost of CFL lighting.8

Based on the factories’ operating time cost calculation, this meant an energy saving of 18 kWh

5In general, we describe here the process for woven garments; however, the steps are quite similar for knits and
even pants, with a varying number and complexity of operations. Even within wovens, the production process varies
slightly by style or factory.

6We check for the endogeneity of LED adoption in Tables 5 and 6, and conduct other robustness checks, and
find little evidence that LED adoption at the factory level was correlated with a variety of business operations and
outcomes.

7The number of lights installed is a function of the number of machines in the factory, and varies from about 100
to 2,550 with a mean of about 1,200.

8It should be noted that there are many varieties of LED and CFL bulbs. The energy and lighting specifications and
calculations presented and discussed in this paper are specific to the bulbs used in the factory replacements in our data
and do not represent universal comparisons. Accordingly, generalizing our findings would require an understanding
of how bulb specifics might differ from those used in this empirical context.
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per bulb per year. Heat emissions for a single LED bulb are 3.4 Btus, compared to 23.8 Btus for

a single CFL lighting bulb.9 In the conclusion, we discuss the magnitude of the environmental

benefits from the installation.

Each factory received the installation within a single month. 8% of the LED rollout (2 facto-

ries) was completed in 2009, 48% (12 factories) in 2010, 16% (4 factories) in 2011, about 24% (6

factories) in 2012 and the rest (1 factory) in 2013. Of the 30 factories from which we have produc-

tivity data, LED replacements occurred in 26 factories during the observation period. Since our

productivity data ranges from April 2010 to June 2013, some factories already have LEDs at the

beginning of our productivity data, and all but four factories have LED by the end of our sample

period. Figure A1 in the appendix presents the cumulative proportion of factories adopting LED

against mean temperature.10

3 Data

3.1 Weather Data

We use mean daily temperature, precipitation and relative humidity data from The National Centers

for Environmental Prediction Climate Forecast System Reanalysis (CFSR) (Saha et al., 2010). The

CFSR data is a re-analysis dataset that uses historical station-level and satellite data combined with

climate models to produce a consistent record of gridded weather variables from 1979 to 2014. It

has a spatial resolution of about 38 km - each factory in our sample is matched to the nearest data

9Changing factory lighting may have consequences for productivity through mechanisms other than temperature
changes, as highlighted by the results of the original Hawthorne lighting experiment (Mayo et al., 1939; Snow, 1927),
as well as new analysis by Levitt and List (2011). Our analysis allows for this possibility by including the main effect of
LED installation, but we find limited evidence for productivity changes through mechanisms other than temperature
changes. This is not altogether surprising given the degree of care and attention placed on lighting conditions in
the garment production setting. Senior management emphasized that the lighting replacement was designed such
that light quantity and quality at the point of production operation would remain within the strict industry and buyer
guidelines before and after the replacement. However, any unmeasured light quality changes that affect the temperature
gradient in addition to indoor temperature would form part of our estimates of LED lighting to mitigate the efficiency-
temperature gradient. We cannot distinguish the two, since we do not have measurements of indoor temperature before
and after the study.

10Regression results that omit factories that had LED lighting at the start of the sample period or did not receive
LED lighting by the end of the sample period yield very similar estimates.
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grid point.11

We use a temperature index that incorporates temperature and humidity. We incorporate rel-

ative humidity into the temperature measure because the effect of relative humidity on thermal

comfort may vary with temperature, by affecting evaporative heat loss from the human body (Jing

et al., 2013), but also show that our results hold with dry bulb temperature. With mean daily tem-

perature and relative humidity data, we construct the Wet Bulb Globe Temperature measure that is

suitable for indoor exposure (that does not take into account wind or sunlight exposure, since that

is not applicable in this context). The formula is taken from Lemke and Kjellstrom (2012), and is

given by:

WBGT = 0.567Td + 0.216

(
rh

100
∗ 6.105 exp

(
17.27Td

237.7 + Td

))
+ 3.38. (1)

where Td = dry bulb temperature in Fahrenheit and rh = relative humidity (%). Both measures

of temperature – dry bulb temperature and Wet Bulb Globe Temperature (WBGT) – are converted

into Celsius to ensure interpretative ease across regression specifications.

Note that the weather data we use are mean daily outdoor temperature measures. While indoor

temperature in the factory is what would impact worker productivity, we do not have data on indoor

temperature from the period of the LED roll-out. Accordingly, we use outdoor ambient temperature

as discussed above as a proxy for indoor conditions. For outdoor temperature to represent a valid

proxy, we would like to verify that fluctuations in outdoor temperature pass through to indoor

temperature. Although we do not have indoor temperature data from the study period, we did

collect about a year’s worth of indoor and outdoor temperature from two factories and six months

of data from a third factory after the study period.12

11There are 8 temperature grid points in our sample – the factories are located in and around Bangalore city, so
while they are not clustered in a particular part of the city, the identification is largely coming from the time series
variation in temperature. The re-analysis data allows us to exploit this cross-sectional relationship slightly better -
there are 8 reanalysis data points and only one station in Bangalore that regularly reports weather data across our
sample period that we found in the Global Historical Climate Network (GHCN) data. If we compare the time series
of the mean daily temperatures from our 8 reanalysis points (averaged over each day) with the mean daily temperature
from the Bangalore weather station, the correlation in daily temperatures is about 0.8, which seems to suggest that the
reanalysis data does correlate reasonably well with the station-level data.

12We collected data from 22nd September 2014 to 11th August 2015 in one factory, from 27th September 2014 to
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In Figure 1, we plot mean indoor temperature values for each .1 degree bin of outdoor tem-

perature along with a local polynomial regression fit curve and 95 percent confidence intervals.13

Indoor temperature appears to be a linear function of outdoor temperature with a slope of roughly

0.79. That is, there appears to be large but not perfect pass through of outdoor temperature fluctu-

ations to indoor temperature, and this relationship appears to be constant for all levels of outdoor

temperature. A positive intercept indicates that at lower outdoor temperatures (e.g., 22 degrees

Celsius wet bulb globe) the indoor temperature is slightly higher than the outdoor temperature, re-

flecting a flow source of heat inside the factory independent of outdoor temperature (e.g., lighting

and machinery, in addition to heat generated by workers’ presence on the factory floor). Further-

more, a regression of indoor temperature on outdoor temperature has an r-squared of about 0.84,

implying that a very large amount of the variation in indoor temperature is explained by the vari-

ation in outdoor temperature. However, it is important to note that these data were collected after

the introduction of LED in the factories, and therefore, depict the ex post relationship between

indoor and outdoor temperature.

3.2 Factory Data

We use daily data at the production line level from 30 garment factories in and around Bangalore,

India. Identifiers include factory number and production line number within the factory. For

each line and day within each factory, production measures include actual quantity of garments

produced, and target quantities of the line on that day.

Actual efficiency is actual quantity produced divided by target quantity. The target quantity is

derived from an industrial engineering measure for the complexity of the garment called “Standard

Allowable Minute” (SAM). This measure is the estimated number of minutes required to produce

a single garment of a particular style. This estimate largely derives from a central database of

styles, with potential adjustments by the factory’s industrial engineering (IE) department during

10th August 2015 in a second factory, and from 28th January 2015 to to 10th August 2015 in a third factory.
13Fit reflects kernel-weighted local mean smoothing, using the Epanechnikov kernel.
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Figure 1: Indoor Temperature vs. Outdoor Temperature
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“sampling.”14

The SAM measure is used to calculate the target quantity for the line for each hour of produc-

tion. Each line runs for eight hours during a standard work day from 9am-5pm, with all factories

in our sample operating a single day-time production shift. Accordingly, a line producing a style

with a SAM of .5 will have a target of 120 garments per hour, or 960 garments per day. Most

importantly, the target quantity is almost always fixed across days (and in fact, across hours within

the day) within a particular order of a style.

Each line will only produce a single style at a time.15 Variations in expected achievable effi-

ciency over the life of a particular garment order due to order size are reflected in a measure that

incorporates learning by doing, budgeted efficiency. Budgeted efficiency remains fixed for a given

line over the life of a particular order and reflects the efficiency that management believes a line

14Sampling is the process by which a cost estimate is generated for a buyer when they order a garment style.
Sampling tailors make a garment of a particular style entirely and recommend any alterations to the SAM for that style
to the IE department.

15Indeed, in our data, lines produce styles for between 1 and 268 days.
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might be able to achieve given the expected length of time the line will be producing the order. Ac-

tual efficiency of a given order will vary systematically across lines and within a line over time due

to absenteeism, machine failures, working conditions, etc. We are interested in variation in actual

efficiency due to transitory temperature. We therefore control for budgeted efficiency to account

for systematic variation in efficiency deriving from order size and include line fixed effects in the

regression analysis below. In the robustness checks, we show that our results are not affected by

excluding this control variable.

3.3 Summary Statistics

We present means and standard deviations of variables used in the analysis in Table 1 below. Our

sample consists of 523 production lines across 30 factories. The range of dates over which we

have production data spans 1,001 days. However, we do not observe all factories, for all dates.16

Altogether, our data includes nearly 240,000 line by day observations. About one-third of the

observations correspond to days in factories prior to the introduction of LED lighting and the

remainder are post-LED observations.

4 Empirical Strategy

In this section, we provide preliminary graphs on the shape of the temperature-productivity gra-

dient, the effects of LED introduction, and the persistence of this evidence after accounting for

various unobservables. We then leverage these motivating facts to develop an empirical strategy

to flexibly estimate the impact of LED introduction on productivity as moderated through ambient

temperature.

16Once a factory starts reporting data, it continues to do so until the end of the sample period. In the appendix, we
restrict the analysis of the main productivity specifications to only production lines that have a proportion of missing
data less than or equal to 30% of observations.
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Table 1

Number of line‐day observations
Number of lines
Number of days
Number of factories

Mean SD
Weather
     Temperature (Celsius) 24.353 2.966
     Relative Humidity (%) 0.647 0.174
     Wet Bulb Globe Temperature (Celsius) 17.230 1.683

Production
     Actual Efficiency 55.234 26.233
     Budgeted Efficiency 61.981 11.545
     Standard Allowable Minutes (SAM) 0.724 2.445

Attendance
     1(Present for Full Work Day) 0.843 0.363

Summary Statistics: Weather, Production, and LED Introduction

523
1,001
30

239,680
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4.1 Descriptive Evidence

We begin by motivating the empirical specifications and techniques with descriptive plots of pro-

duction and temperature data.17

4.1.1 Productivity-Temperature Gradient

To estimate how LED lights impact the relationship between efficiency and temperature, we first

investigate the raw relationship between efficiency and wet bulb temperature in the data prior to

LED introduction. Figure 2 presents a scatter plot of the average efficiency for each 0.1 degree

bin of wet bulb temperature observed in the data. We also include in the figure a local polynomial

smoothed fit and 95 percent confidence intervals like those depicted in Figure 1.18 Figure 2 shows

that, in the absence of LED lighting, efficiency appears to be a decreasing function of temperature,

and this relationship is quite nonlinear, with the largest declines in efficiency occurring at the high-

est wet bulb temperatures. Specifically, the gradient goes from modestly decreasing to strongly

decreasing to the right of the vertical line in Figure 2. This vertical line, denoting 19 degrees Cel-

sius in wet bulb temperature, represents a strong break in the slope. Accordingly, in the parametric

regression analysis proposed below, we specify a linear spline with a node at 19 to capture this

dichotomous slope in the gradient.

Notably, a wet bulb globe outdoor temperature of 19 degrees Celsius corresponds in our data

to an outdoor ambient dry bulb temperature of about 27 degrees Celsius and is likely equivalent to

an indoor dry bulb temperature of about 29.5 degrees before LED introduction.19 This 29.5 degree

17Residualized graphs with fixed effects and controls mentioned in Section 4.2 look very similar, and are available
upon request.

18Fit reflects kernel-weighted local mean smoothing, using the default Epanechnikov kernel and bandwidth of 1.
19This approximate relationship is derived from the indoor-outdoor temperature we collected and back of the enve-

lope calculations about how LED impacted internal temperature. While a full engineering projection of heat dissipation
is beyond the scope of the study, we present a simple heat gain calculation. The difference in energy consumption is
18 kWh per bulb per year, which translates into 0.058 kWh per bulb per day (assuming a six-day work week). For
the average factory, which received 1,000 LED bulbs, that implies a lowered electricity consumption of 58 kWh/day.
Taking the heat capacity of air as 1 joule/(g δ◦ C) and the density of air as 1.18 kg/m3, 58 kWh would heat 73700 m3

of air (or for instance a factory of 192 by 192 meters square with a height of 2 meters) by 2.4◦C. This temperature dif-
ference is a significant ambient temperature difference that would explain our results (this calculation is based on the
fact that (a) 1 kWh is 3.6 million Joules, and (b) heating 1 m3 of air requires 1*1.18*1000*2.4 = 2832 Joules=0.00079
kWh. We thank one of our referees for suggesting this back of the envelope calculation.)
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Figure 2: Efficiency Against Temperature (Pre-LED)
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dry bulb temperature is quite consistent with estimates from previous studies on the physiologi-

cal threshold for the absorption of heat into the body, above which temperature impacts human

functioning (Hancock et al., 2007).

4.1.2 Impacts of LED Introduction

Having established the shape of the temperature-productivity gradient for the garment factories in

our data before the introduction of LED, we next check for evidence that this gradient is affected

by the partial replacement of the CFLs in factories with focused, machine-mounted LED lighting.

We repeat the exercise from Figure 2 for subsets of the data from before and after the LED roll-out

in each factory. These plots are presented in Figure 3.20 The evidence suggests that factories are

somewhat more efficient at all temperatures after the LED introduction, but this gain (or atten-

20Fit reflects kernel-weighted local mean smoothing, using the Epanechnikov kernel and bandwidth of 1. Note in
each figure from here onwards in the paper with both pre- and post-LED plots, we show 83% confidence intervals,
which allow the reader to visually assess the hypothesis of a difference between the two curves – if the confidence
intervals do not overlap at a given point, then the two curves are significantly different at the 5% level at that point.
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Figure 3: Efficiency Against Temperature by LED
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uation) is increasing at high temperatures. That is, the pre-LED gradient (red line) in Figure 3

replicates the non-linear shape depicted in Figure 2, but the post-LED gradient exhibits a flatter

slope to the right of the 19 degree vertical line, allowing the gap between the before and after LED

gradients to widen at higher temperatures and indicating a persistently significant treatment effect

above 19 degrees.

4.2 Parametric Spline Regression Analysis

Motivated by the graphical evidence above, we estimate the regression equations below to causally

identify both the effect of temperature on production efficiency at various points along the temper-

ature distribution, and the attenuation of this impact driven by the LED replacement. In particular,

we address concerns regarding factory-level trends in efficiency, line-level unobservables, sea-

sonality in efficiency, and the exogeneity of the LED introduction along with the non-linearities

depicted in Figures 2 and 3 above.
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First, we estimate the following empirical specification of the relationship between production

line efficiency and temperature using only observations prior to LED installation:

Eludmy = α0 + βLTL
dgmy + βHTH

dgmy + φBludmy + αl + γuy + ηum + δd + εludmy. (2)

Here, E is actual efficiency of line l of unit u on day d in month m and year y; B is budgeted

efficiency for line l of unit u on day d in month m and year y; TL is daily wet bulb globe temper-

ature from grid point g in degrees Celsius up to the spline node of 19, above which it records a

constant 19; TH is daily wet bulb temperature minus 19 degrees Celsius from grid point g above

the spline node, below which it records a constant 0; αl are production line fixed effects; γuy are

unit by year fixed effects; ηum are unit by month fixed effects; δd are day-of-week fixed effects;

and α0 is an intercept. βL and βH are the coefficients of interest, giving the impact of a 1-degree

Celsius increase in wet bulb globe temperature on line-level efficiency for temperatures below and

above 19 degrees, respectively.21

We then estimate the extent to which the introduction of LED lighting attenuates the temperature-

productivity relationship via the following specification:

Eludmy = α0 + βL
1

(
TL
dgmy x LEDumy

)
+ βH

1

(
TH
dgmy x LEDumy

)
+ β2LEDumy

+ βL
3 T

L
dgmy + βH

3 T
H
dgmy + φBludmy + αl + γuy + ηum + δd + εludmy. (3)

Here LEDumy is a dummy for presence of LED lighting in unit u in month m and year y. It

changes from 0 to 1 in the month of LED introduction in a particular factory unit. The coefficients

of interest in the above specification are βL
1 , βH

1 , βL
3 and βH

3 . βL
3 and βH

3 indicate the effect of

temperature on productivity below and above the 19 degree spline node, respectively, before LED

introduction. βL
1 and βH

1 are the extent of attenuation of the temperature-productivity gradient

21While the effect of temperature on productivity may vary within the day, this is not testable given our data, since
we only observe mean productivity and outdoor temperature for a production line each day.
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below and above the 19 degree spline node, respectively, once LED lighting is introduced. The

sums βL
1 + βL

3 and βH
1 + βH

3 gives the net effect of temperature on productivity below and above

the spline node, respectively, following LED introduction. Note that we choose this spline speci-

fication with a single node at 19 degrees WBGT for two reasons: 1) the raw data plots in Figures

2 and 3 clearly show that the relationship between temperature and efficiency (and the difference

in this relationship across LED) changes at this point in the temperature distribution and does not

vary much on either side of this cutoff; and 2) this point corresponds remarkably well to previous

studies of the physiology of heat stress (Hancock et al., 2007).22

To account for common error distributions within a factory over time, standard errors are clus-

tered at the factory level. This cluster structure is appropriate given that LED introduction occurs

at the unit level. However, given the relatively small number of clusters (30), we employ wild

cluster bootstrap inference and report 95% confidence intervals in parentheses in all tables unless

otherwise noted.23

4.2.1 Attendance

We also estimate the same specifications presented in equations 2 and 3, but replacing the effi-

ciency outcome on the left hand side with mean attendance (or probability of each worker being

present in the factory) at the line-daily level. These regressions are intended to investigate the

degree to which temperature impacts efficiency, and the corresponding attenuation from LED in-

troduction might be working through effects on worker attendance. In robustness checks, we also

estimate the original efficiency specifications from equations 2 and 3, including mean line-daily

worker attendance as an additional control. The combination of these two sets of results allows us

to investigate whether temperature and LED introduction impact worker attendance and whether

controlling for attendance changes the estimated impacts of temperature and LED on the primary

22Nevertheless, we explored more flexible spline specifications with more nodes and found the results to be quali-
tatively identical with less precision.

23See Cameron et al. (2008) for a thorough treatment of clustering approaches with few clusters and a discussion
of their relative performance, which highlights that wild cluster bootstrap inference works best in a setting with few
clusters.
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outcome of interest (efficiency).

4.2.2 Distributed Lags

Daily temperature could reflect short-term serial correlation, which would make it difficult to iden-

tify the impacts of contemporaneous exposure to temperature. Following previous studies, we

augment equations 2 and 3 to include 7-day distributed lag spline terms and their interactions with

LED, in addition to the contemporaneous spline and LED interaction terms of primary interest. In

the distributed lag models, we interpret the coefficients on contemporaneous spline and interaction

terms as the incremental impacts of contemporaneous temperature exposure after controlling for

lagged exposure. This isolates the impact of contemporaneous exposure from that of lagged expo-

sure. If the coefficients on the contemporaneous temperature terms are similar with and without the

inclusion of the 7-day distributed lag terms, we interpret the results as indicating a minimal role for

serial correlation and persistence in impacts of lagged exposures. We can recover the composite

impact of both the contemporaneous temperature exposure and of lagged exposures by summing

up the coefficients from contemporaneous temperature and the full set of lagged exposures, but this

composite impact will be nearly identical to that estimated from the original specification presented

in equations 2 and 3.

5 Results

5.1 Main Results

We report results from the estimation of the parametric spline specifications presented in equations

2 and 3 in Table 2. Columns 1 and 2 of Table 2 report estimates of βL and βH from equation 2 with

column 2 estimates corresponding to a specification with an additional control for precipitation.

The precipitation control ensures that impacts are being driven by temperature exposure alone and

are not composite effects reflecting the impacts of other correlated weather conditions. Columns

3 and 4 report estimates of βL
1 , βH

1 , β2, βL
3 and βH

3 from equation 3, once again with column 4
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reporting results after controlling for precipitation.

The spline regression estimates from columns 1 and 2 reflect the pattern shown in Figure 2

with the slope of the efficiency-temperature gradient below 19 degrees Celsius of wet bulb globe

temperature being slightly negative (statistically indistinguishable from 0) and the slope above 19

degrees being strongly negative and statistically significant at the 1 percent level. Point estimates

indicate that at wet bulb globe temperatures above 19 degrees Celsius, a one degree increase in

temperature leads to a reduction of more than 2.1 percentage points in actual efficiency. A com-

parison of estimates across columns 1 and 2 shows that the including an additional control for

precipitation has a minimal impact on results.

The results in columns 3 and 4 are consistent with the pattern reflected in Figure 3, with the in-

troduction of LED having no significant impact on the slope of the efficiency-temperature gradient

below 19 degrees Celsius, but a significant attenuating impact on the negative slope of the gradient

above 19 degrees. That is, the introduction of LED offsets the negative impacts of temperature on

efficiency by about 85%, attenuating the magnitude of the negative slope above 19 degrees from

about -2 to about -0.3. LED shows no significant impact below 19 degrees Celsius, which is con-

sistent with the ergonomics and physiology literatures, which suggests that temperature has the

highest impact on human functioning at temperatures above this level. The estimate of the main

effect of LED is positive and large, but is imprecisely estimated and statistically indistinguishable

from 0.

The results reported in Table 3 correspond to the regression of mean line-daily worker atten-

dance on the identical specifications to those in Table 2, as described in section 4.2.1. The estimates

from Table 3 suggest a negative impact of temperature on attendance at temperatures below 19 de-

grees Celsius, however, the magnitudes of the point estimates are extremely small (less than 1% of

the mean). All other estimates of coefficients, including those reflecting the impacts of LED, are

statistically indistinguishable from 0. In general, we interpret the results in Table 3 as indicating no

real impacts of temperature on worker attendance. These results imply that it is unlikely that the

impact of temperature on worker attendance contributes to the estimated impacts of temperature
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Table 2

(1) (2)

Wet Bulb Globe Temperature <19 0.299 0.318 0.0940 0.105
[ 1.803,0.532] [ 1.813,0.510] [ 1.017,0.421] [ 1.008,0.404]

Wet Bulb Globe Temperature>=19 2.135*** 2.169*** 1.953** 1.981***
[ 3.312, 1.395] [ 3.369, 1.399] [ 3.00, 1.206] [ 3.020, 1.230]

1(LED)*(Wet Bulb Globe Temperature <19) 0.106 0.103
[ 0.847,0.852] [ 0.843,0.853]

1(LED)*(Wet Bulb Globe Temperature>=19) 1.671*** 1.681***
[0.718,2.787] [0.725,2.809]

1(LED) 3.447 3.393
[ 18.34,16.85] [ 18.39,16.85]

Fixed Effects
Precipitation Control N Y N Y

Observations 74,939 74,939 239,680 239,680
Mean of Dependent Variable 53.73 53.73 55.234 55.234

Impact of Temperature on Production Efficiency and Mitigative Impact of LED Lighting

Notes: Wild cluster bootstrap 95% CIs in parentheses (*** denotes significance at the 1% level, ** denotes significance at the 5% level, * denotes significance at the
10% level). Clustering is done at the factory level. All measures of temperature are in degrees Celsius. All regressions include daily budgeted efficiency as a control
variable.

Actual Efficiency

(Actual Production / Targeted Production)*100

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week
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Table 3

(1) (2) (3) (4)

Wet Bulb Globe Temperature <19 ‐0.0061** ‐0.0059** ‐0.0011 ‐0.0007
[‐0.0166,‐0.000630] [‐0.0167,‐0.000305] [‐0.00534,0.00162] [‐0.00506,0.00204]

Wet Bulb Globe Temperature>=19 0.0003 0.0007 0.0056 0.0064
[‐0.00585,0.00973] [‐0.00533,0.00989] [‐0.00409,0.0186] [‐0.00341,0.0193]

1(LED)*(Wet Bulb Globe Temperature <19) 0.0003 0.0002
[‐0.00283,0.00442] [‐0.00298,0.00428]

1(LED)*(Wet Bulb Globe Temperature>=19) ‐0.0051 ‐0.0053
[‐0.0197,0.00771] [‐0.0199,0.00743]

1(LED) ‐0.0065 ‐0.0054
[‐0.0708,0.0427] [‐0.0701,0.0441]

Fixed Effects
Precipitation Control N Y N Y

Observations 136,062 136,062 392,601 392,601
Mean of Dependent Variable 0.846 0.846 0.829 0.829

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week

Notes: Wild‐cluster bootstrap 95% CIs in parentheses (***  denotes significance at the 1% level, **   denotes significance at the 5% level, *  denotes significance at the 10% 
level). Clustering is done at the factory level.  All measures of temperature are in degree Celsius.

Impact of Temperature on Attendance and Mitigative Impact of LED Lighting

Worker Presence

(Line‐Level Mean Daily Probability)

and LED installation on efficiency.

Next, we investigate whether the estimated impacts of contemporaneous temperature exposure

on efficiency reflect contemporaneous exposure alone rather than a composite of contemporaneous

exposure and lagged exposure. Similarly, we check that the estimated attenuation from LED in-

stallation is working through contemporaneous temperature exposure. Although persistent impacts

of lagged exposures and serial correlation in temperature would not invalidate the analysis above,

the interpretation of the point estimates will change based on the underlying sources of variation.

As discussed in section 4, we repeat the analysis reported in Table 2 but include 7-day distributed

lag temperature spline terms and, where appropriate, their interactions with LED installation. The

results are reported in Table 4. All results in Table 4 correspond to specifications including 7-day

distributed lag temperature spline terms and results in columns 3 and 4 correspond to specifications

also including interactions of distributed lag spline terms with the LED installation dummy.

Overall, the results in Table 4 are qualitatively identical to the main results reported in Table 2,
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Table 4

(1) (2) (4)

Wet Bulb Globe Temperature <19 0.440 0.467 0.227 0.245
[ 1.895,0.415] [ 1.900,0.380] [ 1.191,0.365] [ 1.198,0.342]

Wet Bulb Globe Temperature>=19 2.236*** 2.271*** 2.295*** 2.320***
[ 3.462, 1.359] [ 3.479, 1.367] [ 3.678, 1.229] [ 3.686, 1.244]

1(LED)*Wet Bulb Globe Temperature <19 0.0724 0.0776
[ 0.510,0.908] [ 0.504,0.902]

1(LED)*Wet Bulb Globe Temperature>=19 2.375*** 2.384***
[1.234,3.726] [1.233,3.740]

1(LED) 9.199 9.165
[ 42.54,11.93] [ 42.55,11.92]

7 day Distributed Lag Temperature Splines Y Y Y Y
7 day Distributed Lag Spline Interactions with LED N N Y Y

Fixed Effects
Precipitation Control N Y N Y

Observations 74,939 74,939 239,680 239,680
Mean of Dependent Variable 53.732 53.732 55.23 55.23

Notes: Wild cluster bootstrap 95% CIs in parentheses (*** denotes significance at the 1% level, ** denotes significance at the 5% level, * denotes significance at the 10% level). Clustering is
done at the factory level. All measures of temperature are in degrees Celsius. All regressions include daily budgeted efficiency as a control variable. Full table reporting coefficiencts on 7
day distributed lag temperature splines and their interactions with LED is presented in the Appendix Table A1.

Impact of Temperature on Production Efficiency and Mitigative Impact of LED Lighting
(Distributed Lag Specification)

(Actual Production / Targeted Production)*100
Actual Efficiency

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week
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but with slightly larger magnitudes for coefficients on the above 19 degree temperature spline and

the corresponding LED interaction terms. These results indicate that the estimates of temperature

impacts and attenuation from LED installation are being driven by contemporaneous exposures and

not the correlation of contemporaneous and lagged temperature. Daily temperature is generally

believed to reflect some degree of serial correlation, so the similarity in results with and without

distributed lags is not altogether surprising in our study. The baseline specifications already include

a large set of heterogeneous non-linear trends (e.g., unit by month FE) to control for this less

transitory variation in temperature. Indeed, the correlations between contemporaneous temperature

and lagged temperature values after partialling out the full set of controls are not very high (never

more than .25 and mostly below .1).24

5.2 Checks for Exogeneity of LED Roll-Out

In this section, we check for the exogeneity of the timing of LED installation.

In column 1 of Table 5, we report estimates of the coefficients on the temperature spline terms

from the regression of the LED introduction dummy on the main specification in equation 2. We

find no evidence that LED installation was timed around particular temperature realizations. In

columns 2 and 3 of Table 5, we report results from the regression of SAM (which is a proxy for

the complexity of the garments being produced) and budgeted efficiency (a proxy for scope for

learning by doing due to order size), respectively, on the LED installation dummy, the date relative

to LED installation, and their interaction with the remaining specification identical to that depicted

in equation 2. These regressions are meant to check whether garment style and complexity (SAM)

and order size (budgeted efficiency) varied systematically in the lead up to LED installation or im-

mediately after. Significant coefficient estimates in columns 2 and 3 would suggest that the timing

of LED introduction is endogenous with respect to these production factors; however, we find no

such evidence. In columns 4 through 6, we check that LED installation was not accompanied by

other forms of upgrading. Specifically, we regress the proportion of each of the three skill levels

24The coefficients on the lag terms are reported in Appendix Table A1.
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Table 5

(1) (2) (3) (4) (5) (6)

1(LED)
Standard
Allowable

Minutes (SAM)
Budgeted Efficiency

Proportion of A grade
tailors hired

Proportion of B grade
tailors hired

Proportion of C grade
tailors hired

Wet Bulb Globe Temperature <19 0.00172
[ 0.00797, 0.0103]

Wet Bulb Globe Temperature>=19 0.00776
[ 0.0210, 0.00569]

1(LED)*Date Relative to LED Installation 0.0001 0.0153 0.00001 0.00008 0.00005
[ 0.00098,0.00159] [ 0.0284,0.0518] [ 0.00062,0.00045] [ 0.00017,0.0003] [ 0.0004,0.00043]

1(LED) 0.0386 2.931* 0.0205 0.0436 0.0194
[ 0.171,0.0894] [ 4.637,8.661] [ 0.0808,0.0375] [ 0.0232,0.119] [ 0.0635,0.0311]

Date Relative to LED Installation 0.0001 0.0208 0.00009 0.00129* 0.00123
[ 0.0005,0.0008] [ 0.0421,0.0048] [ 0.0013,0.00161] [ 0.00003,0.00284] [ 0.0032,0.0004]

Fixed Effects

Precipitation Controls Y Y Y Y Y Y
Temperature Controls N Y Y Y Y Y

Observations 239,680 134,326 134,326 8,595 8,561 8,562
Mean of the dependent variable 0.69 0.751 61.64 0.44 0.29 0.27

Notes: Wild cluster bootstrap 95% CIs in parentheses (*** denotes significance at the 1% level, ** denotes significance at the 5% level, * denotes significance at the 10% level). Clustering is done at the factory level. Since columns 2
through 6 consider the date relative to the LED installation, units that had LED lighting at the beginning of the sample period or did not have LED lighting by the end of the sample period are omitted. The first 3 columns are at the
production line date level, and the last 3 columns are defined at the factory date level.

Factory x Year, Factory x Month, Production Line, Day of the
Week

Factory x Year, Factory x Month, Day of the Week

Checks for Exogeneity of LED Roll Out: Production and Hiring

of tailors - A, B, and C grade - hired on each day in each factory unit on the same specification

reported in columns 2 and 3.25 We do not find any evidence that hiring patterns changed in the lead

up to LED installation or immediately after.

Finally, we test whether there were changes to working hours or wage contracts in the lead up

to LED installation. We use two other data sources for this purpose: the first data source is daily

data at the worker level showing when individuals clocked in and out of work, which we use to

construct the two measures of daily line-level working hours. The first is the average time at the

line-level that we observe a worker clock in for a given line on a given day (measured in terms of

elapsed minutes since midnight). The second is the average time that we observe a worker on a

line clock out on a given day (also measured in terms of elapsed minutes since midnight). These

measures are at the production-line daily level.26 The second data source is at the monthly level for

25A grade tailors are the most skilled, followed by B grade tailors, and C grade tailors are the least skilled.
26Results using the earliest and latest times that a worker on a line clocks in and out give very similar results.
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Table 6

(1) (2) (3) (4) (5) (6)

Mean Time In Mean Time Out Earned Wages Total Deductions Unpaid Leave Number of Pay Days

1(LED)*Date Relative to LED Installation 0.0120 0.0248 23.02 4.190 4.449 0.0526
[ 0.0631,0.0131] [ 0.161,0.0196] [ 52.12,13.33] [ 9.149,4.116] [ 26.20,25.63] [ 0.170,0.108]

Date Relative to LED Installation 0.00575 0.0189 6,604 1,294 3,141 583.6
[ 0.00438,0.0151] [ 0.0993,0.188] [ 707733,592734] [ 99108,158182] [ 33032,501873] [ 91.99,2455]

1(LED) 2.133 2.459 42.68 6.833 86.03 0.317
[ 2.924,7.739] [ 11.16,10.26] [ 141,146.9] [ 32.27,18.26] [ 53.07,167.3] [ 0.724,0.313]

Fixed Effects

Precipitation Controls Y Y Y Y Y Y
Temperature Controls Y Y Y Y Y Y

Observations 93,198 93,279 566,761 566,761 566,761 585,401
Mean of the dependent variable 537.4 1058 5629 602.3 982.3 25.34

Notes: 95% wild cluster bootstrap confidence intervals in parenthesis (*** denotes significance at the 1% level, ** denotes significance at the 5% level, * denotes significance at the 10% level). Clustering is done at the factory
level. Since this table considers the date relative to the LED installation, units that had LED lighting at the beginning of the sample period or did not have LED lighting by the end of the sample period are omitted. All times are
in minutes elapsed since midnight. The unit of observation for columns 1 and 2 is the production line daily level, and for columns 3 through 6 is at the worker monthly level. Earned wages are total wages accruing to the
employee. Total deductions include contributions to the provident fund, taxes, and employee social security. Unpaid leave is wages that were unpaid because the employee took leave without pay.

Checks for Exogeneity of LED Roll Out: Working Hours, Wages and Pay Days

Factory x Year, Factory x Month, Production
Line, Day of the Week

Factory x Year, Factory x Month, Production Line

each individual worker, and measures different aspects of the wage contract as well as the number

of pay days each month for the worker. The four variables we consider are wages earned (total

wages accruing to the employee, including deductions for taxes, social security and employees’

provident fund), total deductions (contributions to taxes, social security and employees’ provident

fund), value of unpaid leave, and the number of days each month that the employee was present

and accrued wages (the number of pay days).

Table 6 presents the results. Overall, we do not find that changes in working hours or compen-

sation to workers change with LED adoption - there is no statistically significant change in any of

the six variables leading up to LED adoption.

6 Additional Robustness Checks

We conduct a variety of additional robustness checks.
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To further verify that worker attendance is not a primary mediating mechanism of the impacts

of temperature and LED installation on efficiency, we repeat the analysis reported in Table 2 with

mean line-daily worker attendance as an additional control. The results from these regressions are

reported in Table A6, and are very similar to those presented in Table 2. Overall, we interpret the

results in Tables 3 and A6 as evidence against the importance of attendance as a primary mediator

of the impacts of temperature and LED installation on efficiency. That is, we find that exposure

to higher temperatures impacts the intensive margin of productivity per unit labor supplied, but

does not impact strongly the extensive margin of the quantity of labor units supplied. Similarly,

the introduction of LED attenuates greatly the impacts of temperature on the intensive margin of

efficiency, but has no perceptible impact on the extensive margin of labor supply.

We also present all our main results with additional fixed effects. We replace factory by year

fixed effects with factory by year by quarter fixed effects (and still include factory by calendar

month, production line, and day of the week fixed effects, along with daily precipitation as a

control variable). Table A3 presents the results using this specification. Columns 1 and 2 present

the impact of temperature on productivity and the mitigating impact of LED lighting. Columns 5

and 6 present the impact of temperature on productivity and the mitigating impact of LED lighting

controlling for line-level attendance, and Columns 3 and 4 do so while including the same splines

for seven-day distributed lag specification of temperature as for same-day temperature (as well as

with interactions of the LED adoption dummy variable). The results are robust to the inclusion

of these fixed effects, though the magnitude reduces a little in some specifications. These results

suggest that any unmeasured changes to the working environment that we are not able to pick up

in the previous robustness checks but that happened within the quarter are not driving our results.

In Table A2, we present our main results without including budgeted efficiency as a control

variable, to show that our results do not depend on using this control variable. In Table A4, we

restrict the analysis of the main productivity specifications to only production lines that have a

proportion of missing data that is lower than or equal to 30% (this includes data from 344 of about
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500 production lines).27 The results are nearly identical to our original results, suggesting that the

missing data is not substantially affecting our main results.28

In Table A5, we replicate results from Table 2, except that we use dry bulb temperature instead

of WBGT, and control for relative humidity separately. Finally, in the online appendix, we present

our main results using a more flexible semi-parametric estimation rather than parametric spline

regressions, and obtain very similar estimates.

7 Discussion

The promise of climate change mitigation is tempered by the willingness of individuals and firms

to adopt beneficial technologies on a large scale. This willingness, in turn, is a function of the

private returns to adoption. In this study, we show that the introduction of energy-efficient LED

lighting in Indian garment factories had substantial productivity co-benefits which accrue privately

to the adopting firm.

Specifically, we find that the introduction of LEDs eliminates about 85% percent of the negative

impact of temperature on worker efficiency on relatively hot days. Using the probability that mean

daily outdoor temperature reaches or exceeds 19 degrees Celsius WBGT (which is 20% of all

days), we estimate an average total increase in production efficiency of .4 percentage points (0.2

times the mitigation coefficient on LED lighting, which is 1.95 percentage points of efficiency).29

7.1 Private Benefits (Firm Cost-Benefit Calculations)

We combine our estimate of average total efficiency gains with actual production and cost data from

the firm to calculate annual costs and benefits of LED installation. The calculations are shown in
27We divide the number of days that a factory reported productivity data by the total number of days between when

a factory began reporting data until the end of the sample period, excluding Sundays, to compute the proportion of
missing data. We choose this proportion because once a factory starts reporting data, on average the probability that a
production line is missing productivity data on a given day is about 32%.

28We also check that the probability of missing productivity data is not affected by temperature or LED adoption.
29Using a semi-parametric estimation strategy in the Online Appendix gives a higher impact of LEDs, with an

average total increase in production efficiency of about .7 percentage points. However, we use the lower of the two
numbers here to be conservative.
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Table 7

Cost of Implementation (one‐time)
     Investment per bulb (bulb, wiring, etc.) $8.53
     Number of bulbs replaced per factory 1200
Total Cost of Implementation $10,240.00

Energy Savings (per year)
     Power consumption savings per bulb (with savings of 18 kWh per year, at a cost of about $0.1334/kWh) $2.40
     Number of bulbs replaced 1200
Total Energy Savings $2,880.00

Efficiency Gains (per year)
Average efficiency gain in percentage points from LED‐induced temperature reductions (Table 7) 0.4000
Efficiency percentage point gain to profit percentage point gain translation  0.1875
Profit margin at baseline 5%
Average revenue in USD per factory per year $10,000,000.00
Average profit in USD per factory per year $500,000.00

Total Efficiency Gains $7,500.00

Total Net Savings from LED Adoption in the first year $140.00
Total Net Savings from LED Adoption in the second year $10,380.00

Carbon (Public) Benefits from LED adoption (at $44/tC) $197.04
Carbon (Public) Benefits from LED adoption (at $93/tC) $416.47

Notes: Profit margin at base was taken from the accounting department of the firm. Calculation for translating efficiency gains to profit comes from accounting estimates of the 
proportion of ʺCut to Makeʺ (non‐material) costs that can be recovered via efficiency gains. ʺCut to Makeʺ costs make up 25% of total costs, and 75% of these costs are recoverable via 
improved efficiency. Average revenue in USD per factory per year is obtained by taking balance sheet revenues for the firm and dividing by the number of plants. For additional 
details on the calculation of carbon benefits, please refer to the Discussion section.

Cost‐Benefit Calculations for LED Adoption
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Table 7. Senior management at the firm estimated that the profit gain for each percentage point

gain in efficiency was 0.1875 percentage points.30 Thus, a 0.4 percentage point gain in efficiency

from LED installation translates to a .075 percentage point gain in profits (or a 1.5% increase in

profitability from the 5% baseline profit margin of the firm). At an approximate profit per factory

per year of 500,000 USD, the introduction of LED delivers productivity gains worth 7,500 USD

per factory per year.

How does this estimate change the cost-benefit calculations of LED adoption for the firm? We

calculated this based on the energy cost calculations the firm used for its LED adoption choices.

The total energy cost savings per year per factory unit of LEDs (as compared with CFL bulbs,

which were being used before LED introduction) were approximately 2.40 USD per bulb replaced

or 2,880 USD in total for an average replacement of about 1,200 bulbs per factory in our sample.31

The additional annual profits from efficiency gains we computed are more than two and a half

times this amount. The cost of replacing the average factory’s bulbs with LEDs is 10,240 USD.

Thus, if only electricity expenditure were taken into account, it would take about 3 and a half years

to break even. However, when the productivity benefits are included, the firm breaks even within

12 months of LED installation. After the initial payback period, the firm benefits from an on-going

combined increase in profitability from energy savings and efficiency gains.

These results are of course only generalizable to settings where air conditioning is not available

in the workplace. However, since air conditioning remains quite rare in factories in developing

countries, our results indicate that energy efficient lighting can have substantial co-benefits for

worker productivity for a large section of the workforce.

30This calculation comes from management identifying what proportion of total non-material costs are recoverable
by increasing labor efficiency. These costs make 25% of the total cost of the garment and the accounting department
of the firm estimated that 75% of these costs were recoverable via efficiency improvements.

31For these calculations, we use the average number of bulbs replaced in the factories we observe before and after
LED installation in the production data, as these factories best represent the treatment effects estimates. Ideally, we
would be able to corroborate the engineering estimates of electricity savings with electricity billing data. Unfortu-
nately, data limitations prevent this. Since working hours in the factory did not change with LED lighting adoption
and the bulbs were run continuously throughout these hours, it seems plausible that rebound effects are not very large
in this context.
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7.2 Public Benefits (Emissions Calculations)

In addition to the private benefits of increased productivity and energy cost savings, the replace-

ment of CFL lighting with LEDs has public benefits of avoided damages due to reduced carbon

emissions. On average, the LED introduction saves 21,600 kWh of electricity per factory unit

per year, which in this case reduces electricity emissions by about 3.73 tC emissions per unit per

year.32 Valuing this reduction of carbon emissions at the Nordhaus (2011) estimate of $44/tC (a

2005 carbon price) gives us avoided damages of $197.04 per factory per year, and valuing this

at the mean value of the review by Tol (2005) of $93/tC yields avoided damages of $416.47 per

factory per year. At the current estimates of carbon prices, these benefits are relatively small in

comparison to the annual private benefits.33

8 Conclusion

This study finds that energy-efficient lighting adoption, driven by changing environmental compli-

ance standards of buyer firms, can have substantial productivity co-benefits to manufacturing firms.

In workplace settings where air conditioning is lacking and outdoor temperatures reach 29.4oC or

higher, these productivity co-benefits can be several times larger than the electricity expenditure

savings. Our results indicate that environmental compliance standards, while usually imposed on

supplier firms, can have large co-benefits for these firms, by facilitating their adoption of newer,

productivity-increasing technologies.

Several countries have launched programs in recent years to distribute free or highly subsidized

LED bulbs. India has the such largest LED distribution program in place since 2015, under the

32The conversion from electricity consumption to carbon emissions is done as follows: According to the CO2
Baseline Database for the Indian Power Sector (version 8) by the Central Electricity Authority of India, a MWh of
electricity generated on the Southern grid causes 0.76 tCO2 of emissions (Bhawan and Puram, 2014). Thus, 18,000
kWh causes about 16.42 tCO2, or about 4.48 tC. citetcallaway2018location use US electricity generation data to show
that the average emissions factor of electricity, which we use here, may be quite different from the marginal emissions
factor - while the latter is preferable to generate precise values of carbon generated by electricity, the lack of data on
marginal emissions factors makes this impossible in our setting.

33Adding the corresponding reduction in local air pollutants would increase the valuation of public benefits, but
given the sparsity of accurate data regarding marginal damages of local pollutants in Bangalore, we are unable to
include this valuation in this study.
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Unnat Jyoti by Affordable LEDs for All (UJALA) program. Our results indicate that information

campaigns highlighting the productivity co-benefits of LEDs, targeted in particular to large labor

intensive manufacturers, may increase the adoption of energy-efficient lighting. Such information

provision may also be a more cost-effective strategy to achieve adoption relative to the free or

highly subsidized distribution of LED bulbs.

Our work provides a first step in quantifying private co-benefits of climate change mitigation

strategies, but much more needs to be done to quantify the full returns to the variety of mitiga-

tion strategies. Whether similar co-benefits exist for other types of mitigation – e.g., renewable

energy investments, public transport systems, or energy-efficient built environments – is an open

question. Our findings highlight the potential importance of information dissemination regarding

co-benefits, and indicate that government policies designed to subsidize the wide distribution of

such information in the private sector may increase economic output and generate environmental

benefits.
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Figure A1: Cumulative Proportion of Factories Adopting LED and Temperature
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(1) (2) (3) (4)

Wet Bulb Globe Temperature <19 ‐0.44 ‐0.467 ‐0.227 ‐0.245

[‐1.895,0.415] [‐1.900,0.380] [‐1.191,0.365] [‐1.198,0.342]

Wet Bulb Globe Temperature>=19 ‐2.236*** ‐2.27*** ‐2.295*** ‐2.32***

[‐3.462,‐1.359] [‐3.479,‐1.367] [‐3.678,‐1.229] [‐3.686,‐1.244]

One‐Day Lagged Wet Bulb Globe Temperature <19 ‐0.105 ‐0.102 ‐0.215* ‐0.212*

[‐0.279,0.316] [‐0.275,0.323] [‐0.404,0.0725] [‐0.401,0.0771]

One‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.0556 ‐0.0501 0.0261 0.0294

[‐0.293,0.0905] [‐0.282,0.0862] [‐0.127,0.249] [‐0.121,0.244]

Two‐Day Lagged Wet Bulb Globe Temperature <19 0.136 0.139 0.059 0.0614

[‐0.130,0.364] [‐0.126,0.360] [‐0.323,0.321] [‐0.319,0.321]

Two‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.0449 ‐0.0428 ‐0.0545 ‐0.0536

[‐0.405,0.378] [‐0.406,0.381] [‐0.425,0.409] [‐0.424,0.408]

Three‐Day Lagged Wet Bulb Globe Temperature <19 ‐0.0934 ‐0.0892 ‐0.15 ‐0.146

[‐0.348,0.141] [‐0.343,0.145] [‐0.519,0.141] [‐0.516,0.147]

Three‐Day Lagged Wet Bulb Globe Temperature >=19 0.25 0.252 0.302 0.303

[‐0.143,0.691] [‐0.144,0.696] [‐0.136,0.765] [‐0.139,0.767]

Four‐Day Lagged Wet Bulb Globe Temperature <19 0.0289 0.0287 ‐0.0222 ‐0.0223

[‐0.148,0.291] [‐0.147,0.290] [‐0.182,0.180] [‐0.183,0.179]

Four‐Day Lagged Wet Bulb Globe Temperature >=19 0.154 0.151 0.216 0.214

[‐0.327,0.828] [‐0.329,0.827] [‐0.452,1.012] [‐0.456,1.003]

Five‐Day Lagged Wet Bulb Globe Temperature <19 0.227** 0.226** 0.0846 0.0843

[0.0750,0.515] [0.0731,0.514] [‐0.197,0.315] [‐0.196,0.317]

Five‐Day Lagged Wet Bulb Globe Temperature >=19 0.165 0.165 0.258 0.257

[‐0.261,0.559] [‐0.261,0.562] [‐0.146,0.741] [‐0.151,0.741]

Six‐Day Lagged Wet Bulb Globe Temperature <19 0.0527 0.0614 ‐0.0233 ‐0.017

[‐0.130,0.165] [‐0.137,0.193] [‐0.351,0.158] [‐0.350,0.164]

Six‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.366** ‐0.367** ‐0.335* ‐0.337*

[‐0.661,‐0.116] [‐0.657,‐0.119] [‐0.735,0.0582] [‐0.735,0.0526]

Seven‐Day Lagged Wet Bulb Globe Temperature <19 0.0287 0.0358 ‐0.00778 ‐0.00257

[‐0.108,0.121] [‐0.111,0.130] [‐0.233,0.129] [‐0.235,0.143]

Seven‐Day Lagged Wet Bulb Globe Temperature >=19 0.194 0.191 0.253 0.25

[‐0.360,0.804] [‐0.366,0.807] [‐0.400,1.015] [‐0.406,1.018]

1(LED)*Wet Bulb Globe Temperature <19 0.0724 0.0776

[‐0.510,0.908] [‐0.504,0.902]

1(LED)*Wet Bulb Globe Temperature>=19 2.375*** 2.384***

[1.234,3.726] [1.233,3.740]

1(LED)*One‐Day Lagged Wet Bulb Globe Temperature <19 0.23 0.229

[‐0.114,0.537] [‐0.115,0.536]

1(LED)*One‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.206 ‐0.206

[‐0.506,0.0694] [‐0.502,0.0711]

1(LED)*Two‐Day Lagged Wet Bulb Globe Temperature <19 0.122 0.122

[‐0.128,0.397] [‐0.128,0.400]

1(LED)*Two‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.0444 ‐0.0449

[‐0.528,0.339] [‐0.529,0.339]

1(LED)*Three‐Day Lagged Wet Bulb Globe Temperature <19 ‐0.0064 ‐0.00734

[‐0.375,0.389] [‐0.373,0.389]

1(LED)*Three‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.263 ‐0.262

[‐0.740,0.201] [‐0.739,0.204]

1(LED)*Four‐Day Lagged Wet Bulb Globe Temperature <19 0.262** 0.263**

[0.0435,0.460] [0.0441,0.461]

1(LED)*Four‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.506* ‐0.504*

[‐1.188,0.0929] [‐1.189,0.0947]

1(LED)*Five‐Day Lagged Wet Bulb Globe Temperature <19 ‐0.156 ‐0.158

[‐0.425,0.118] [‐0.427,0.115]

1(LED)*Five‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.277 ‐0.276

[‐0.762,0.147] [‐0.762,0.151]

1(LED)*Six‐Day Lagged Wet Bulb Globe Temperature <19 0.0641 0.0637

[‐0.149,0.367] [‐0.151,0.365]

1(LED)*Six‐Day Lagged Wet Bulb Globe Temperature >=19 0.193 0.192

[‐0.213,0.637] [‐0.214,0.636]

1(LED)*Seven‐Day Lagged Wet Bulb Globe Temperature <19 0.0762 0.0724

[‐0.210,0.425] [‐0.216,0.419]

1(LED)*Seven‐Day Lagged Wet Bulb Globe Temperature >=19 ‐0.375 ‐0.375

[‐1.049,0.234] [‐1.047,0.235]

1(LED) ‐9.199 ‐9.165

[‐42.54,11.93] [‐42.55,11.92]

Fixed Effects

Precipitation Control N Y N Y

Observations 74,939 74,939 239,680 239,680

Mean of Dependent Variable 53.732 53.732 55.23 55.23

Notes: Wild‐cluster bootstrap 95% confidence intervals in parentheses (***  denotes significance at the 1% level, **   denotes significance at the 5% level, *  denotes significance at the 10% level). 

Clustering is done at the factory level.  All measures of temperature are in degrees Celsius. All regressions include daily budgeted efficiency as a control variable.

Table A1

Impact of Temperature on Production Efficiency and Mitigative Impact of LED Lighting               

(Distributed Lag Specification)

Actual Efficiency

(Actual Production / Targeted Production)*100

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week
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(1) (2) (3) (4) (5) (6)

Wet Bulb Globe Temperature <19 ‐0.329 0.0717 ‐0.497 ‐0.153 ‐0.382 0.116
[‐2.047,0.573] [‐1.213,0.729] [‐2.164,0.474] [‐1.374,0.600] [‐2.775,0.472] [‐1.372,0.907]

Wet Bulb Globe Temperature>=19 ‐2.388*** ‐1.955** ‐2.398*** ‐2.390*** ‐2.879*** ‐2.269***
[‐3.945,‐1.464] [‐3.338,‐0.722] [‐3.913,‐1.418] [‐3.909,‐1.239] [‐4.806,‐1.857] [‐3.971,‐1.047]

1(LED)*(Wet Bulb Globe Temperature <19) ‐0.396 ‐0.137 ‐0.381
[‐1.334,0.864] [‐0.834,0.910] [‐1.300,0.966]

1(LED)*(Wet Bulb Globe Temperature>=19) 1.746** 2.610*** 1.782**

[0.514,2.978] [1.444,4.070] [0.531,3.388]
1(LED) 10.17 ‐4.049 9.620

[‐19.53,27.81] [‐41.93,18.73] [‐22.27,28.10]
Line‐Level Mean Daily Worker Presence 2.164 2.315**

[‐3.560,6.468] [0.234,4.291]

Fixed Effects

Precipitation Control Y Y Y Y Y Y
7‐day Distributed Lag Temperature Splines N N Y Y N N

7‐day Distributed Lag Spline Interactions with LED N N N Y N N
Observations 74,939 239,680 74,939 239,680 61,782 203,554

Mean of Dependent Variable 53.73 55.23 53.73 55.23 53.05 55.09

Table A2

Actual Efficiency

Impact of Temperature on Productive Efficiency and Mitigative Impact of LED Lighting: Not Controlling for Budgeted Efficiency

(Actual Production / Targeted Production)*100

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week

Notes: Wild‐cluster bootstrap 95% confidence intervals in parentheses (***  denotes significance at the 1% level, **   denotes significance at the 5% level, *  denotes significance at the 10% level). Clustering is done at the factory level.  
All measures of temperature are in degrees Celsius. 
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(1) (2) (3) (4) (5) (6)

Wet Bulb Globe Temperature <19 ‐0.340 ‐0.310 ‐0.484 ‐0.473 ‐0.455 ‐0.247
[‐1.572,0.498] [‐1.403,0.294] [‐1.634,0.345] [‐1.586,0.206] [‐2.270,0.285] [‐1.819,0.550]

Wet Bulb Globe Temperature>=19 ‐1.526*** ‐1.338*** ‐1.733*** ‐1.853*** ‐2.148*** ‐1.810***

[‐2.460,‐0.775] [‐2.090,‐0.710] [‐2.808,‐0.921] [‐2.980,‐0.947] [‐3.107,‐1.359] [‐2.634,‐1.233]

1(LED)*(Wet Bulb Globe Temperature <19) 0.191 0.408 0.108

[‐0.448,1.080] [‐0.204,1.253] [‐0.780,1.351]

1(LED)*(Wet Bulb Globe Temperature>=19) 1.105*** 1.932*** 1.143***

[0.352,2] [0.919,3.024] [0.411,2.075]

1(LED) ‐3.304 ‐12.18 ‐1.972

[‐21.49,10.99] [‐42.47,7.395] [‐25.38,15.25]
Line‐Level Mean Daily Worker Presence 2.971* 2.538***

[‐2.255,6.664] [0.598,4.472]

Fixed Effects

Precipitation Control Y Y Y Y Y Y

7‐day Distributed Lag Temperature Splines N N Y Y N N

7‐day Distributed Lag Spline Interactions with 
LED

N N N Y N N

Observations 74,939 239,680 74,939 239,680 61,782 203,554
Mean of Dependent Variable 53.73 55.23 53.73 55.23 53.05 55.09

Impact of Temperature on Production Efficiency and Mitigative Impact of LED Lighting: Additional Fixed Effects
Table A3

Factory x Year x Quarter, Factory x Calendar Month, Production Line, Day of the Week

Notes:  Wild‐cluster bootstrap 95% confidence intervals in parentheses (***  denotes significance at the 1% level, **   denotes significance at the 5% level, *  denotes significance at the 10% level). Clustering is done at the 
factory level.  All measures of temperature are in degrees Celsius. All regressions include daily budgeted efficiency as a control variable.

Actual Efficiency
(Actual Production / Targeted Production)*100
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(1) (2) (3) (4) (5) (6)

Wet Bulb Globe Temperature <19 ‐0.170 0.0442 ‐0.320 ‐0.0901 ‐0.348 ‐0.0489
[‐1.412,0.616] [‐0.850,0.505] [‐1.667,0.441] [‐0.988,0.459] [‐2.601,0.401] [‐1.354,0.483]

Wet Bulb Globe Temperature>=19 ‐1.901*** ‐1.737*** ‐2.069*** ‐2.181*** ‐2.106*** ‐1.801***
[‐3.107,‐1.232] [‐2.720,‐1.108] [‐3.418,‐1.254] [‐3.555,‐1.195] [‐3.444,‐1.393] [‐3.153,‐1.129]

1(LED)*(Wet Bulb Globe Temperature <19) ‐0.179 ‐0.0560 ‐0.0197
[‐0.964,0.815] [‐0.718,0.726] [‐0.835,1.147]

1(LED)*(Wet Bulb Globe Temperature>=19) 1.398*** 2.178*** 1.182**

[0.447,2.474] [1.071,3.442] [0.178,2.615]
1(LED) 5.096 ‐10.74 2.438

[‐17.78,18.93] [‐46.38,10.57] [‐23.66,16.83]
Line‐Level Mean Daily Worker Presence 1.838 2.816**

[‐4.138,10.07] [0.302,5.108]

Fixed Effects

Precipitation Control Y Y Y Y Y Y
7‐day Distributed Lag Temperature Splines N N Y Y N N

7‐day Distributed Lag Spline Interactions with LED N N N Y N N
Observations 65,812 183,009 65,812 183,009 53,434 154,594

Mean of Dependent Variable 53.10 54.80 53.10 54.80 52.28 54.79

Notes: Wild‐cluster bootstrap 95% confidence intervals in parentheses (***  denotes significance at the 1% level, **   denotes significance at the 5% level, *  denotes significance at the 10% level). Clustering is done at the factory level.  All 
measures of temperature are in degrees Celsius. All regressions include daily budgeted efficiency as control variables.

Table A4
Impact of Temperature on Productive Efficiency and Mitigative Impact of LED Lighting: Keeping Production Lines with Consistently 

Reported Data

Actual Efficiency
(Actual Production / Targeted Production)*100

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week
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(1) (2) (3) (4)

Dry Bulb Temperature <27 ‐0.136 ‐0.0274 ‐0.150 ‐0.0333
[‐0.957,0.381] [‐0.565,0.249] [‐0.962,0.361] [‐0.562,0.246]

Dry Bulb Temperature>=27 ‐1.022*** ‐0.930*** ‐1.028 ‐0.939***
[‐1.575,‐0.683] [‐1.437,‐0.557] [‐1.580,‐0.688] [‐1.445,‐0.564]

1(LED)*(Dry Bulb Temperature <27) ‐0.0752 ‐0.0743
[‐0.493,0.467] [‐0.493,0.465]

1(LED)*(Dry Bulb Temperature>=27) 0.795*** 0.803***
[0.281,1.393] [0.291,1.402]

1(LED) 3.412 3.388
[‐15.86,14.39] [‐15.85,14.52]

Fixed Effects
Precipitation Control N Y N Y

Relative Humidity Control Y Y Y Y
Observations 74,939 74,939 239,680 239,680

Mean of Dependent Variable 53.73 53.73 55.234 55.234

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week

Notes: Wild‐cluster bootstrap 95% CIs in parentheses (***  denotes significance at the 1% level, **   denotes significance at the 5% level, *  denotes significance at the 
10% level). Clustering is done at the factory level.  All measures of temperature are in degrees Celsius. All regressions include daily budgeted efficiency as a control 
variable.

Table A5
Impact of Temperature on Production Efficiency and Mitigative Impact of LED Lighting

Actual Efficiency

(Actual Production / Targeted Production)*100
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(1) (2) (3) (4)

Wet Bulb Globe Temperature <19 ‐0.443 ‐0.470 ‐0.137 ‐0.148
[‐2.664,0.430] [‐2.691,0.387] [‐1.261,0.506] [‐1.263,0.488]

Wet Bulb Globe Temperature>=19 ‐2.498*** ‐2.553*** ‐2.164*** ‐2.196***
[‐3.936,‐1.594] [‐3.987,‐1.615] [‐3.518,‐1.324] [‐3.542,‐1.344]

1(LED)*(Wet Bulb Globe Temperature <19) ‐0.0160 ‐0.0130
[‐0.763,1.005] [‐0.758,0.998]

1(LED)*(Wet Bulb Globe Temperature>=19) 1.605** 1.617**
[0.429,3.215] [0.441,3.240]

1(LED) 1.617 1.565
[‐21.31,15.09] [‐21.29,15.05]

Line‐Level Mean Daily Worker Presence 1.884 1.884 2.188** 2.195**
[‐2.933,6.196] [‐2.949,6.163] [0.255,4.081] [0.253,4.089]

Fixed Effects
Precipitation Control N Y N Y

Observations 61,782 61,782  203,554  203,554
Mean of Dependent Variable 53.05 53.05 55.09 55.09

Notes: Wild‐cluster bootstrap 95% CIs in parentheses (***  denotes significance at the 1% level, **   denotes significance at the 5% level, *  denotes significance at the 10% level). 
Clustering is done at the factory level.  All measures of temperature are in degrees Celsius. All regressions include daily budgeted efficiency as a control variable. Line‐Level 
Mean Daily Probability of Worker Presence is the average probability that a worker is present for a production line on a given day.

Table A6

Impact of Temperature on Production Efficiency and Mitigative Impact of LED Lighting          
(Controlling  for Mean Line‐Daily Attendance)

Actual Efficiency
(Actual Production / Targeted Production)*100

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week
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B Semi-Parametric Estimation

B.1 Semiparametric Treatment Effect Estimation Strategy

The parametric spline regression analysis in our main results estimates the change in the efficiency-

temperature gradient due to the introduction of LED lighting. In particular, the specification em-

bodies functional form assumptions based on the gradients in Figures 2 and 3. In this section,

we present results using a more flexible empirical approach that expresses efficiency as a general

function of temperature after accounting for all of the relevant covariates and allow this function to

differ before and after the introduction of LED. Specifically, we estimate the total impact of LED

from the following equation:

Eludmy = α0 + f [Tdgmy](1− LED) + g[Tdgmy](LED) + φBludmy + αl + γuy + ηum + δd + εludmy (4)

Here f [Tdgmy] is a general function of temperature which explains efficiency when LED = 0,

after controlling for the full set of covariates; and g[(Tdgmy] is the analogous general function of

temperature explaining efficiency when LED = 1.

To recover the average impact of LED on efficiency from equation 4, we first partition the

regression to isolate the terms containing temperature from the remaining covariates, both with

and without LED. We do this by regressing efficiency and temperature on budgeted efficiency and

the full set of fixed effects and calculating the residuals from each regression, separately for the

sample with and without LED.34

We then non-parametrically estimate using kernel-weighted local polynomial smoothing f [Tdgmy]

and g[(Tdgmy] for each 0.1 width bin in wet bulb globe temperature residuals using the subsample

34Note that this assumes conditional mean independence of LED, which is supported by the empirical tests shown
in Figure B2 indicating that after accounting for the full set of covariates and fixed effects LED and temperature are
indeed orthogonal. Instead of using the LED binary variable, we can approximate the residualized (1 − LED) and
(LED) terms with a dummy that takes the value 1 if the LED residual (residual from regressing 1(LED) on budgeted
efficiency on all the fixed effects) ≥ 0 and value 0 if the LED residual < 0. We have conducted the analysis under
this assumption as well and find the results to be qualitatively similar to the preferred approach reported in the paper.
These alternative results are available upon request.
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of data with and without LED, respectively. We also recover standard errors for each bin from

both curves using the non-parametric estimation procedure. Next, we subtract estimated values of

f [Tdgmy] from g[(Tdgmy] for each 0.1 width bin of the wet bulb residual and calculate the appropri-

ate two-sample standard error for the difference.

Note that this amounts to estimating the difference at each temperature point between the non-

parametric residual gradients depicted in Figure 3, and recovers the estimated treatment effect

of LED on efficiency at each point along the observed temperature distribution, after accounting

for any endogeneity in unobservables as discussed above. Figures depicting these point for point

differences between the residual gradients and their statistical significance are presented and dis-

cussed below. It should also be noted that this semiparametric procedure is identical in intuition to

the degree and decile bin temperature effects specifications estimated in previous studies (Barreca

et al., 2016), except that we estimate effects for each 0.1 degree temperature residual bin rather

than degree or decile bins of greater width.

Finally, we calculate the temperature weighted average treatment effect of LED by multiply-

ing the difference between the gradients at each temperature point at the 0.1 degree level by the

probability that temperature occurs and then adding the full set of these products. The temperature

probability distribution is calculated from the data. This procedure provides us with an estimate of

the total impact of LED on efficiency as moderated by realized temperature.

B.2 Results

Treatment effect estimates at each temperature value are depicted in Figure B1 along with the

observed probability density of temperature residuals. Figure B1 shows that, as indicated in the

preliminary graphical evidence and the parametric spline estimates presented in the main results

of the paper, estimates of the treatment effect of LED on efficiency are small at low temperatures

but rise monotonically with higher temperatures, ultimately plateauing at around the 90th (value of

.98) percentile of the residual temperature distribution. Gains in efficiency due to LED installation

range from 1.2 to 1.4 percentage points for the top 25 percent of temperature values.
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Figure B1: Difference in Semiparametric Gradients by LED
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These semiparametric treatment effect estimates for each .1 degree bin along the temperature

residual distribution corroborate with empirical flexibility and rigor the pattern of impacts shown in

the parametric spline results in the main paper. However, the primary value in conducting the semi-

parametric analysis is the ability to calculate the total impacts of LED installation on efficiency by

way of temperature-probability-weighted averages of treatment effects along the entire temperature

distribution. As described in section B.1, we multiply the value represented by each solid blue dot

in the connected line of treatment effects depicted in Figure B1 by the corresponding density value

shown in the underlying temperature distribution (faint dotted line) and then sum across this full

set of probability-weighted treatment effects. This is the computational equivalent of integrating

the distance between the curves in Figure 3 over the temperature residual distribution.

The results of this exercise are reported in Table B. The first row of column 1 in Table B reports

that the temperature-probability-weighted average treatment effect of LED installation on actual

efficiency is just over .7 percentage points and is significant at the 1 percent level. In column 2, we

report the analogous estimate from the same exercise but with the inclusion of an additional control
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Table B

(1) (2) (3) (4)

Temp Prob Weighted Average Treatment Effect 0.723*** 0.704*** 0.001 -0.001
Temp Prob Weighted Average 95% CI [0.165,1.281] [0.229,1.179] [-0.009,0.011] [-0.014,0.012]

Uniform Weighted Average Treatment Effect 0.615 0.639*** 0.000 0.002
Uniform Weighted Average 95% CI [-0.172,1.402] [0.030,1.248] [-0.012,0.012] [-0.014,0.018]

Fixed Effects
Precipitation Control N Y N Y

Observations 234888 234888 384749 384749

Notes: Treatment effect estimates are from locally weighted polynomial smoothing functions relating residauls of the outcome variable to residuals of temperature. Smoothed values of the 
outcome residual are calcualated at 50 points along the temperature residual distribution.  These sets of 50 smoothed values are calculated seperately for led residual values less than zero and 
greater than zero.  Residuals are taken from regressions of outcome, led and temperature variables on all controls and fixed effects. The two curves are then differenced point by point along 
the temperature residual distribution, and the weighted average of this difference is calculated using the probability that temperature residuals fall within bins corresponding to the 50 points 
as the weights. Estimated standard errors in parentheses are calculated as the square root of the estimated conditional variance from a higher order local polynomial fit wihtin a bandwidth of 
1.5 times the smoothing bandwidth. P-values are calculated by comparing t-statistics to conventional asymptotic student t distributions  (*** p<0.01, ** p<0.05, * p<0.1). All regressions include 
daily budgeted efficiency as a control variable.

Actual Efficiency

(Actual Production / Targeted Production)*100

Factory x Year, Factory x Calendar Month, Production Line, Day of the Week

Table B
Treatment Effects from Differencing of Semiparametric Efficiency-Temperature Gradients Across LED Status

Worker Presence

(Line-Level Mean Daily Probability)

for precipitation. As in the parametric spline results, the additional control does not meaningfully

affect the estimate. Below these estimates, we report the average treatment effect estimate obtained

using a uniform weight rather than the underlying temperature probability density. These estimates

are qualitatively similar, but are slightly smaller in magnitude, indicating that in our data higher

temperatures at which LED installation has a larger impact on efficiency are more frequent than

the lower temperatures at which LED has little impact. Accordingly, without accounting for the

underlying distribution of temperature as the moderator of LED impacts on efficiency, we would

underestimate the total impact of LED on efficiency. In columns 3 and 4, we report estimates

from the identical exercise with line-level mean daily presence probability as the outcome. The

results show that even when adjusting for the probability distribution of temperature, LED has no

measurable impact on worker attendance.

One underlying assumption for the validity of the semiparametric exercise conducted here is

the equivalence of the observed temperature distributions before and after LED installation. While

the method will by construction not reflect differences in the underlying support of the tempera-
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Figure B2: Temperature Residual Distribution
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ture distributions, differences in frequency of particular temperature ranges before and after LED

installation will convolute the analysis. That is, while the method explicitly calculates treatment

effects from only those temperature values that exist in both pre-LED and post-LED samples and

therefore will not reflect issues of uncommon support, a higher likelihood of high temperatures

before LED installation as compared to after LED, for example, would impact the estimates ad-

versely. Accordingly, we check that the residual temperature distributions, after controlling for the

full set of covariates and fixed effects, for low LED residual and high LED residual samples are

statistically equivalent. Figure B2 plots the two distributions and visually the distributions appear

equivalent. We also conduct a Kolmogorov-Smirnov nonparametric test of the equivalence of the

distributions and cannot reject that they are equivalent.35

35The results of this test are available upon request. This empirically verified orthogonality between LED and
temperature residuals allows us to omit temperature from the LED residual regression and LED from the temperature
residual regression discussed in section B.1.
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